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Music Information Retrieval Tools

1. Optical music recognition (OMR) Martha E. Thomae

2. Music search & analysis   Antoine Phan

Focus: Early music written in neumatic and mensural scripts
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Optical Music Recognition (OMR)
• Similar to Optical Character Recognition (OCR)

• Where the characters of a digital text document are readable by the computer

• It allows to perform content-based searches

• For music: Optical Music Recognition (OMR)
• The music characters (and text) are readable by the computer

• Therefore, in addition to search music pieces by their metadata 
(e.g., composer, title of the piece, and date)

• The music content is searchable 
(e.g., ask the computer to look for a melody à melodic search)

• Moreover, perform computational music analysis
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Optical Music Recognition

The Traditional OMR Pipeline
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Step 1: Preprocessing or 
Document Analysis or 
Document Segmentation

• There is always a pre-processing step that prepares 
the data needed for the following steps in the pipeline

• Normally, this step segments the document into 
layers: music symbols & staves & text layers
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• Normally, this step segments the document into 
layers: music symbols & staves & text layers

• Sometimes the music symbols are not separated from 
their staff and the staff regions (with their music) are 
used for the next step

We sent the music layer to Gamera, a separate software package 
our group develops, which we trained to classify neume shapes au-
tomatically; any misrecognized shapes were then corrected manu-
ally. We used Ocropus, an open-source tool for optical character 
recognition, to recognize the text, and corrected any misspellings 
automatically with an electronic Latin dictionary.  
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 Our research group has a simple, if 
perhaps quixotic, goal: we would like the 
text and melodies of all known plainchant 
to be available online in a database that 
one could browse or search according 
to musical patterns, textual patterns, and 
liturgical use. Others have shared that 
dream for more than a decade now, and 
it has become clear that it is impractically 
expensive for the scholarly community to 
transcribe everything to such a database 
manually. 
 Based on our experience with optical 
music recognition, whereby computers 
are trained to recognize musical symbols 
from digital images with minimal human 
intervention, we have designed software 
tools that can transcribe printed square-
note notation automatically. As a first step 
toward our goal of a complete database 
of plainchant, we are using this new soft-
ware to make a fully searchable edition of 
the Liber Usualis available online.  

We used Aruspix, a freely available software package developed by Laurent Pugin 
to classify the elements of each page into one of six categories: in-staff music ele-
ments, title elements, lyrics or other inter-stave music symbols, ornate letters, in-staff 
text elements, and printing noise (“blank”). The image on the left depicts the results 
of the automatic classification engine in Aruspix. Aruspix also allows users to cor-
rect any misclassifications manually, as shown in the image on the right. We then 
separated each layer so that music and text could be annotated further. 
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We developed an algorithm to recognize the pitch of each neume 
shape automatically and fed all of the automatic recognition streams 
back into Aruspix to correct any remaining mistakes.  

The pages are now easily searchable with our multi-page document image viewer, 
Diva. Diva allows a researcher to search high-resolution images on a single page, 
rather than the traditional method of viewing page images one at a time. The high-
lighted sections depict the results for the pitch sequence “FGACA”. 

We would like to thank the SSHRC for funding this project and our outstand-
ing development team: Mahtab Ghamsari, Jamie Klassen, Saining Li, Wendy 
Liu,   Mikaela Miller, Alastair Porter, Laurent Pugin, Caylin Smith, and Jessica               
Thompson.  
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Aruspix saves the final output according to the Music Encoding Initiative (MEI) 
format, which we stored in couchDB, a noSQL database, using an n-gram ap-
proach. This image depicts a couchDB “document” that contains information 
about a specific location on our example page. We used ElasticSearch to in-
dex this information for quick look-ups from our web application.  
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Step 1: Preprocessing or 
Document Analysis or 
Document Segmentation

• There is always a pre-processing step that 
prepares the data needed for the following 
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• Normally, this step segments the document into 
layers: music symbols & staves & text layers

• Train the computer to do this layer separation
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Step 2: Music Recognition (a) Staff processing
(b) Music symbol processing & 
(c) Music symbol classification
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Step 2: Music Recognition (a) Staff processing
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Step 2: Music Recognition (a) Staff processing
• Track the staff line path
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Step 2: Music Recognition (b) Music symbol processing 
• “Detection” of music symbols
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Step 2: Music Recognition (b) Music symbol processing 
• “Detection” of music symbols
(c) Music symbol classification
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Interactive 
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Step 3: Music Notation Reconstruction
also known as “notation assembly” or 
“music reconstruction”

Take the various individual 
sources of information 
recognized on previous 
steps (e.g., music symbols 
and staff lines) and bring 
them together to reconstruct 
the “music notation” (or 
“music semantics”)

à  Pitch detection 
Overlay the symbols on top 
of the staff lines and use 
the tracked staff lines path 
to interpret the pitch of 
each symbol
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Step 3: Music Notation Reconstruction
also known as “notation assembly” or 
“music reconstruction”

What about 
text?
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Step 3: Music Notation Reconstruction
also known as “notation assembly” or 
“music reconstruction”

What about 
text?

• OCR has issues with recognizing 
handwritten text

25



Step 3: Music Notation Reconstruction
also known as “notation assembly” or 
“music reconstruction”

• OCR has issues with recognizing 
handwritten text

26



Preprocessing
or

Document 
Analysis 

or
Document 

Segmentation

Music 
Recognition

(a) Staff 
processing
(b) Music 
symbol 

processing
(c) music 

symbol 
classification

Music Notation 
Reconstruction

or
Music Notation 

Recognition
or

Notation 
Assembly

or
Music 

Reconstruction

Final 
Representation 

Construction 
or

Music 
Encoding

Step 4: Final Representation or Music Encoding

27



Step 4: Final Representation 
Construction (or Music Encoding)

• The music is encoded in a standard 
music-encoding format (e.g., MusicXML 
and MEI)
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Step 4: Final Representation 
Construction (or Music Encoding)

• The music is encoded in a standard 
music-encoding format (e.g., MusicXML 
and MEI)

• For early music notation à MEI
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Step 4: Final Representation 
Construction (or Music Encoding)
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Neon.js
Neume Editor Online

• The music is encoded in a standard 
music-encoding format

• For early music notation à MEI

• Interfaces for correction of the resulting 
MEI file (e.g., Neon for neume notation)



Some OMR Frameworks for 
Neume Scripts
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OMMR4all



Rodan and the Single Interface for Music 
Score Searching & Analysis (SIMSSA) Project
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Workflow manager created 
by Andrew Hankinson, used 

for OMR in the SIMSSA 
project, led by Ichiro 

Fujinaga (McGill)
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Martha Thomae: Making Rodan work for you (DHEMR 2021/1, Session 2) 
https://youtu.be/_TeGXG9Fh2M?si=v_IQOBysIGi7GtLL

Rodan and the Single Interface for Music 
Score Searching & Analysis (SIMSSA) Project

https://youtu.be/_TeGXG9Fh2M?si=v_IQOBysIGi7GtLL


OMMR4All Created by Cristopher Wick (University of Würzburg), and it is 
being used in the Corpus Monodicum project

general staff lines layout symbols text

Alexander Hartelt & Jan Hajič: Collaborative digital editions with OMMR4All (DHEMR 
2021/1 sess. 3): https://youtu.be/hX9pGOdfbZ8?feature=shared
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OMR Frameworks for Neume Notation
Ø Old Myths, New Facts (OMNF). Recordings available from first Digital 

Humanities in Early Music Research workshop of 2021. 
https://www.smnf.cz/en/news/Recordings-available-from-first-Digital-
Humanities-in-Early-Music-Research-workshop-of-2021/
The project “Old Myths, New Facts: Czech Lands in Center of 15-century Music 
Developments” (Czech Science Foundation EXPRO 19-28306X) focuses on the study of 
music repertory from 15th century Bohemia and its reflection in modern Czech music 
culture.

• Ichiro Fujinaga: Large-scale OMR for neumes with Rodan (DHEMR 2021/1, Session 1). 
https://www.youtube.com/watch?v=FXkKrwatIwM

• Martha Thomae: Making Rodan work for you (DHEMR 2021/1, Session 2). 
https://www.youtube.com/watch?v=_TeGXG9Fh2M

• Alexander Hartelt & Jan Hajič: Collaborative digital editions with OMMR4All (DHEMR 2021/1 
session 3). https://www.youtube.com/watch?v=hX9pGOdfbZ8
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Some OMR Frameworks for 
Mensural Scripts
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MuRET
The Piece 
Interface
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Music Recognition Encoding 
and Transcription (MuRET)
OMR framework developed by 
David Rizo (University of 
Alicante)



MuRET
The Page 
Interface
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MuRET
OMR Stage 1: 
Preprocessing or 
Document 
Analysis
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MuRET OMR Stage 2: Music Symbol Recognition
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MuRET OMR Stage 3: Music Notation Reconstruction



MuRET
OMR Stage 4: 
Music Encoding
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MuRET
Extra Step: 
Assignation 
of Voices
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Aruspix 
Developed by Laurent Pugin
http://www.aruspix.net

• Early typographic music prints
• Music printed during the sixteenth and seventeenth centuries with 

movable typefaces
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Preprocessing = Document Analysis Symbol Recognition

http://www.aruspix.net/


Optical Music Recognition

Optical Music Recognition (OMR)
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Now… What can we do with 
the retrieved music that is 

encoded in these machine-
readable files?
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